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Abstract There is growing interest in understanding and eliciting diy
within groups of scientists. This paper illustrates the need for this div
through a historical example, and a formal model is presented to t
situations of this type. Analysis of this model reveals that a divisior
be maintained in two different ways: by limiting information or

the scientists with extreme beliefs. If both features are present howe
diversity is maintained indefinitely, and as a result agents fail to co
truth. Beyond the mechanisms for creating diversity suggested here, tl
the real epistemic goal is not diversity but transient diversity.

A striking social feature of science is the extensive division of labor.
different scientists pursuing different problems, but even those workin
problem will pursue different solutions to that problem. This dive
applauded because, in many circumstances one can simply not determ
a general theoretical or methodological approach will succeed
attempting to apply it, study the effects of its application, and deve!
auxiliary theories to assist in its application.'

The value of diversity presents a problem for more traditional :
scientific methodoloev. since if evervone emplovs the same standards

Zollman (2013)
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Abstract

Much of contemporary knowledge is generated by groups not single individuals. A natural ques-
tion to ask is, what features make groups better or worse at generating knowledge? This paper
surveys research that spans several disciplines which focuses on one aspect of epistemic communi-
ties: the way they communicate internally. This research has revealed that a wide number of dif-
ferent communication structures are best, but what is best in a given situation depends on
particular details of the problem being confronted by the group.

1. Introduction

Traditional epistemologists often assume a very simple model of knowledge acquisition.
There is an individual inquirer who receives data from the world. Rarely does this data
explicitly include other inquirers. If other individuals are included in the data they are
treated as on a par with all other sorts of data. The now burgeoning field of social episte-
mology departs from this model. Its first, and probably most popular, departure incorpo-
rates other inquirers as different (potential) sources of knowledge. Doing so opens up
many questions. How should one react to another inquirer who holds different beliefs?
What is the epistemic ground for knowledge that comes exclusively from another
inquirer? If two inquirers disagree, who should you trust? Etc.

This first departure retains the traditional focus on an individual inquirer but represents
the inquirer’s data as taking two different forms: data from the world and data from
another inquirer. Scholars then ask whether these two are, in fact, different, and if so
what epistemic norms govern the later.

There is a yet more radical departure that focuses not on an individual agent, but
instead considers a group of inquirers as the unit of analysis (Goldman 2011). With the
group as epistemic agent, one can now ask questions like what properties of groups make
them better or worse epistemic groups? This question is important as much of our collec-
tive knowledge is generated by groups, not single individual inquirers. Juries decide guilt
or innocence. Corporations must form something like beliefs so that they can make deci-
sions for which they are (all too rarely) held liable. Science is increasingly becoming the
collective endeavor of many individual scientists.

One might be inclined to conflate these two levels of analysis. Surely the best groups
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Abstract

ence and social scientists have argued that diverse
, and background assumptions are critical to the
science. One way to achieve such diversity is to ensure that

Philosophers of s
ives, metho

mmunity is made up of individuals from diverse personal
backgrounds. In many scientific disciplines, though, minority groups are
underrepresented. In some cases minority members further segregate into
sub-fields, thus decreasing the effective diversity of research collabora-
tions. In this paper, we employ agent-based, game theoretic models to

investigate various types of initiatives aimed at improving the diversity
of collaborative groups. This formal framework provides a platform to
discuss the potential effic:

acy of these various proposals. As we point out,
though, such proposals may have unintended negative consequences.

1 Introduction

Philosophers of science and social scientists have argued that diversity in sci-
entific communities is critical to the progress of science, and have explored
initiatives that might help diversify science. However, there has been much
less work done on promoting diversity in collaborative teams, where scientists
are actually interacting and working with those unlike themselves. Rubin and
O’Connor [working paper] use evolutionary game theoretic models to show that
when members of one social group tend to get more credit for collaborative en-
deavors this can disincentivize collaboration between groups, leading individuals
to mostly collaborate with those like them. This sort of process can negatively
impact the progress of science whenever collaboration benefits from dive

In this paper, we use a similar evolutionary framework to explore the con-
ditions which promote diverse collaborations in scientific disciplines. In partic-
ular, we employ agent-based, game theoretic models of actors in collabc
networks to test how discriminatory norms interact with individual decisions tc
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Abstract Ishow that the social stratification of academic science can

of academics’ preference for reading work of high epistemic value. Th
with a view on which academic superstars are highly competent acad
with a view on which superstars arise primarily due to luck. I argue th:
is beneficial if most superstars are competent, but not if most superst
also argue that it is impossible to tell whether most superstars are in fac
lucky, or which group a given superstar belongs to, and hence wheth
is overall beneficial.
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Abstract Several current debates in the epistemology of testimony are implicitly
motivated by concerns about the reliability of rules for changing one’s beliefs in light
of others’ claims. Call such rules testimonial norms (TNs). To date, epistemologists
have neither (i) characterized those features of communities that influence the relia-
bility of TNs, nor (ii) evaluated the reliability of TNs as those features vary. These are
the aims of this paper. I focus on scientific communities, where the transmission of
highly specialized information is both ubiquitous and critically important. Employing
a formal model of scientific inquiry, I argue that miscommunication and the “commu-
nicative structure” of science strongly influence the reliability of TNs, where reliability
is made precise in three ways.
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The Model
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Agent 7’s payoffs for a declaration

Truth-seeking orientation Conformity orientation

H_J W_J

—N

Belief in the truth Proportion of Neighbors

of the declaration making the same declaration



Our agents inhabit a social network

Agents are represented @

by nodes.

Social influence is

represented by edges.
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Something else?



Learning

1. Private evidence

2. Public declarations




Example Distributions of Evidence

fﬁg(O') — 2 — 20‘
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General Distributions of Evidence




Updating on Private of Evidence

- P(00) o< P(c|6)P(6)

via Bayes’ rule



Learning from others’ declarations

U;(0) > U;(—0)



20,;(P(0) — 1) > —1
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q Structure of discourse







Computational Results



Parameter Sweep

Networks. complete, regular, circle, star, ER random.

Population sizes. 2 to 20 agents.

Initial declarations. all true, all false, equally split.

Initial beliefs. confidence in true state (P(z) = 3/4),
skepticism toward true state (P(x) = 1/4), and
ignorance about true state (P(x) = 1/2).
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Informativeness of Declarations

I(x) = H(q|q(x) = 1/2) — H(q|)



Optimal Expected Informativeness
from Conflicted Neighbors



Expected Information of an Individual Declaration

Expected Information of Declaration

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Proposition 1: The most influential and informative
declaration, in expectation, is that made by an agent

when her neighbors are evenly split in their declarations.
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Possible configurations

of declarations

H_J

N (x) N

Ex[I(G) o< » » » Ex[I(x;)

k=0 j=1 i=1

—N—

Number of agents Individual agents

declaring the true state in the network



Expected Information of Declaration

Expected Information of Declarations by Network

Network
- Complete

-=- Regular
=== Circle
=% Star

-+~ Random

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Proportion of Agents Declaring the True State



Informativeness of Large Networks

N — o0
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m Complete
m Circle
B Star

For all Ny € [0, 1]

VG, I1(G) > I(Star)

Proposition 2. For large networks, the star network is

minimally informative.



Expected Information of Declaration

0.0

Expected Information of an Individual Declaration

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Proportion of Neighbors Declaring the True State

1.0



At Ny = 1/2

VG, I1(G) < I(Complete)

Proposition 3. For large networks, when the population
is evenly split, the complete network is maximally

informative.
m Complete
/ AN m Curcle

B Star




m Complete
m Circle
B Star

For Ny near O or 1

VG, I(G) < I(Circle)

Proposition 4. For large networks, for some range of
states near consensus, the circle network is mazrimally

informative.



Complete
Regular
Circle
Star

Random

I(Complete) < I(G) < I(Circle)

Proposition 5. For large networks, near consensus,
all networks (including regular and random
networks) of minimal degree at least two will be
intermediate in informativeness to the circle and

complete network.
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There’s more that can be said...

Posterior on the True State for Each Declaration
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Moral I: honest communication is

bolstered by diversity of opinions



Moral II: social networks differentially

produce and sustain this diversity



Thank you.



R Shiny GUI for the model

amohseni.shinvapps.io/Truth-and-Conformity-on-Networks

Open source code on GitHub

github.com/amohseni/Truth-and-Conformity-on-Networks
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